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A B S T R A C T   

Predicting separation errors in the daily tasks of air traffic controllers (ATCOs) is essential for the timely 
implementation of mitigation strategies before performance declines and the prevention of loss of separation and 
aircraft collisions. However, three challenges impede accurate separation errors forecasting: 1) compounding 
relationships between many human factors and control processes require sufficient operation process data to 
capture how separation errors occur and propagate within controller-in-the-loop processes; 2) previous human 
factor measurement approaches are disruptive to controllers’ daily operations because they use invasive sensors, 
such as electroencephalography (EEG) and electrocardiography (ECG), 3) errors accumulated in using the tasks 
and human behaviors for estimating system dynamics challenge accurate separation error predictions with 
sufficient leading time for proactive control actions. This study proposed a separation error prediction framework 
with a long leading time (>50 s) to address the above challenges, including 1) a multi-factorial model that 
characterizes the inter-relationships between task complexity, behavioral activity, cognitive load, and opera-
tional performance; 2) a multimodal data analytics approach to non-intrusively extract the task features (i.e., 
traffic density) from high-fidelity simulation systems and visual behavioral features (i.e., head pose, eyelid 
movements, and facial expressions) from ATCOs’ facial videos; 3) an encoder-decoder Long Short-Term Memory 
(LSTM) network to predict long-time-ahead separation errors by integrating multimodal features for reducing 
accumulated errors. A user study with six experienced ATCOs tested the proposed framework using the Phoenix 
Terminal Radar Approach Control (TRACON) simulator. The authors evaluated the model performance through 
two types of metrics: 1) point-level metrics, including precision, recall, and F1-score, and 2) sequence-level 
metrics, including alignment accuracy and sequence similarity. The results showed that 1) the model using 
the task and visual behavioral features significantly improved the prediction performance compared to the model 
using one single feature (eyelid movements), with an improvement of up to 26.95% in alignment accuracy for 
10s-ahead prediction; 2) the model that combined task and visual behavioral features had a higher or comparable 
performance to models with different hybrid features, achieving an alignment accuracy of 82.38% for 50s-ahead 
error prediction; and (3) the proposed method outperformed three baseline models – Convolutional Neural 
Network (CNN), Gated Recurrent Unit (GRU), and classic LSTM – by 8.21%, 3.47%, and 3.14% in alignment 
accuracy, respectively, for predicting 50s-ahead separation errors. These results suggest that the proposed model 
can effectively predict separation errors in air traffic control.   

1. Introduction 

Air traffic controllers (ATCOs) play a curial role in organizing and 
coordinating safe, orderly, and efficient traffic flow for the airspace 

system. ATCOs work in approach control facilities, control towers, or 
route centers to prevent conflicts or collisions between aircraft. They 
must constantly handle a large amount of information, such as weather 
reports, radar screens, flight strips, and radio communications with 

* Corresponding author. 
E-mail addresses: ruoxinx@andrew.cmu.edu (R. Xiong), yanyuwan@andrew.cmu.edu (Y. Wang), ptang@andrew.cmu.edu (P. Tang), nancy.cooke@asu.edu 

(N.J. Cooke), sligda@asu.edu (S.V. Ligda), clieber1@email.arizona.edu (C.S. Lieber), Yongming.Liu@asu.edu (Y. Liu).  

Contents lists available at ScienceDirect 

Advanced Engineering Informatics 

journal homepage: www.elsevier.com/locate/aei 

https://doi.org/10.1016/j.aei.2023.101894 
Received 12 September 2022; Received in revised form 4 January 2023; Accepted 20 January 2023   

mailto:ruoxinx@andrew.cmu.edu
mailto:yanyuwan@andrew.cmu.edu
mailto:ptang@andrew.cmu.edu
mailto:nancy.cooke@asu.edu
mailto:sligda@asu.edu
mailto:clieber1@email.arizona.edu
mailto:Yongming.Liu@asu.edu
www.sciencedirect.com/science/journal/14740346
https://www.elsevier.com/locate/aei
https://doi.org/10.1016/j.aei.2023.101894
https://doi.org/10.1016/j.aei.2023.101894
https://doi.org/10.1016/j.aei.2023.101894
http://crossmark.crossref.org/dialog/?doi=10.1016/j.aei.2023.101894&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Advanced Engineering Informatics 55 (2023) 101894

2

pilots. This profession requires specialized knowledge, short-term 
memory, and daily real-time decision-making, making it one of the 
most mentally challenging occupations [1]. Despite the high standards 
of operational performance required, ATCOs are prone to separation 
errors, which can lead to Loss of Separation (LoS) events - instances 
where controllers fail to maintain the required minimum distance be-
tween two aircraft. LoS events can have serious consequences, including 
injuries or fatalities, as seen in several aviation accidents and incidents 
such as the 2002 Uberlingen mid-air collision [2], the 2001 Japan Air-
lines mid-air incident [3], and the 1996 Charkhi Dadri mid-air collision 
[4]. 

On the other hand, as air traffic continues to grow, separation errors 
made by controllers have also increased. According to the Federal 
Aviation Administration (FAA), there were 4394 separation errors made 
by controllers who handled 132 million flights in 2012, more than twice 
the number of mistakes reported in 2011 (1895) and more than three 
times the number counted in 2009 (1234) [5]. Nearly 90% of separation 
errors made by controllers resulted from human factors rather than 
procedural or equipment deficiencies [6]. Controllers with high work-
loads or poor mental states (e.g., fatigue or distraction) often struggle to 
maintain situational awareness and may make severe separation errors. 
[7]. For this reason, identifying risk factors and modeling controllers’ 
separation errors are essential for mitigating safety events and ensuring 
the safety and efficiency of national airspace systems. 

Previous studies have identified several leading causes of controller- 
related separation errors, including cognitive load, complex air traffic 
situations, and poor mental states (e.g., distraction, stress, and fatigue) 
[8,9]. It is important to recognize that human factors in an air traffic 
control environment are rarely isolated - for example, a controller who is 
tired or stressed may have difficulty handling scenarios with high traffic 
density. Identifying and extracting the interactions between these fac-
tors is crucial for predicting separation errors. However, the quantitative 
impacts of multiple human and process characteristics on separation 
errors are not fully understood [10]. Sufficient process and human 
behavioral data are necessary to understand the interactions between 
these factors and how separation errors occur and propagate. 

Recent studies have focused on using physiological methods to 
recognize spontaneous physiological activity and relate it to human 
factors such as cognitive load and mental states in air traffic control. 
These methods continuously measure various physiological activities, 
such as heart rates, brain activities, and eye movements, using sensors 
like electroencephalography (EEG), electrocardiography (ECG), and 
functional Near-Infrared (fNIR) spectroscopy sensors [11-15]. However, 
these physiological measurements can be disruptive to controllers’ task 
performance. There has been growing interest in using computer vision 
to non-intrusively extract and assess human behaviors in real time. 
Changes in behavioral features such as head, eye, and facial expressions 
can be used to identify mental conditions such as fatigue, drowsiness, 
stress, and distraction [14,16,17]. This observation has led to the 
investigation of a broader range of potential human behavioral in-
dicators for identifying ATCOs’ separation errors. 

ATCOs’ separation error generation and propagation are dynamic 
processes in the spatial–temporal domains. While some recent studies 
have attempted to model controllers’ separation errors using task- 
related information [18-20], the limited integration of relevant fea-
tures hinders the accuracy and long-term forecasting of separation errors 
for ATCOs. Early prediction (i.e., multi-step prediction) of potential 
separation errors can provide enough leading time for preventive ac-
tions before system performance declines. Long-term forecasting re-
quires an in-depth identification and extraction of the spatiotemporally 
correlated task and human factors. 

In this study, the authors conducted controller-in-the-loop experi-
ments to simulate ATCOs’ operational processes and develop models to 
predict their separation errors. Separation errors occur when controllers 
fail to maintain the required minimum distance between two or more 
aircraft. The approach involves developing a multi-factorial model that 

characterizes the error-generation process of ATCOs by outlining the 
relationships between contributing factors and indicators of operational 
errors. Then, a multimodal system based on the multi-factorial model 
was used to extract air traffic situations and controllers’ behaviors in 
simulated air traffic control tasks. These monitored visual behaviors 
include head pose, eyelid movements, and facial expressions. Finally, an 
encoder-decoder long short-term memory (LSTM) network was pro-
posed to predict n-step-ahead separation errors (n = 2, 5, 8, and 10, 
corresponding to 10 s, 25 s, 40 s, and 50 s as each sampling step was 5 s 
in the simulation experiments) based on the multimodal features ob-
tained. This new framework has the potential to help ATCOs prevent 
collisions between aircraft by proactively generating a time-ahead alert 
of potential separation errors. 

The main contributions of this research are:  

• A multi-factorial model captures interactions between performance- 
influencing factors and indicators (e.g., task complexity, behavioral 
activity, and cognitive load) and shapes the operational error- 
generation process. This model allows for the quantitative 
modeling of the interactions between the relevant task and human 
factors and enables multimodal data analytics to predict potential 
separation errors.  

• A multimodal sensing system simultaneously collects and exacts real- 
time task factors and human behaviors that characterize ATCOs’ 
operational performance in a non-intrusive manner. This study aims 
at minimum intrusive human state measurements while maintaining 
the spatiotemporal resolution of human behaviors. The approach 
involves identifying a comprehensive list of behavioral activities 
associated with ATCOs’ separation errors and characterizing the 
contributions of different behavioral indicators in helping predict 
controllers’ operational performance. Such characterization can also 
provide insight into how similar tasks can use specific behavioral 
indicators to comprehend human errors.  

• An encoder-decoder LSTM network can use multiple features to 
predict separation errors in air traffic control. Accurate early pre-
diction for separation errors can provide enough time for taking 
preventive actions before system performance and safety deteriorate. 
The proposed model was tested in different task scenarios using a 
user study with six professional ATCOs using the Phoenix Terminal 
Radar Approach Control (TRACON) simulator. Combining multiple 
visual features through the new encoder-decoder LSTM, which can 
handle multivariate sequences with variable lengths, yields a more 
robust and accurate performance characterization than a single 
feature. The authors also compared the proposed methods with three 
baseline deep learning methods, including the Convolutional Neural 
Network (CNN), Gated Recurrent Unit (GRU), and classic LSTM, and 
found that the new encoder-decoder LSTM method was effective and 
robust in predicting separation errors for controllers. 

The organization of this paper is as follows. Section 2 reviews rele-
vant research studies that examine factors influencing controllers’ 
operational performance and human factor measurements for predicting 
separation errors. Section 3 describes a multi-factorial model that 
characterizes the error-generation process for ATCOs and illustrates the 
process of multimodal feature extraction. It also proposes a model that 
can predict a sequence of separation error occurrences to allow pre-
ventive actions with several steps in advance (e.g., 5 s per operation 
step, 10-step-ahead). Section 4 presents the experimental design for 
collecting multimodal data from high-fidelity air traffic control. Section 
5 then presents the factor analysis of the proposed multi-factorial model 
and evaluates the developed encoder-decoder LSTM prediction model 
under different input features. The authors also compare the model 
performance with three baseline deep learning methods for predicting 
multi-step separation errors. Section 6 discusses the practical implica-
tions of the proposed method, as well as the limitations and further 
improvements, followed by a summary of the research findings in 
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Section 7. 

2. Literature review 

This section reviewed the factors affecting ATCOs’ operational per-
formance, examined existing techniques for measuring human factors, 
and discussed approaches for modeling ATCOs’ separation errors. 

2.1. Factors influencing controllers’ operational performance 

The air traffic control system is human-centered, as ATCOs issue 
clearances and instructions to prevent or resolve conflicts based on 
processing an information stream. ATCO is one of the most mentally 
demanding jobs that consistently require maintaining a high level of 
operational performance. Human factors have been repeatedly found to 
impact ATCOs’ operational performance and are primary determinants 
of separation errors. Consequently, identifying the key risk factors of 
ATCOs and gaining in-depth insights into their influences is essential in 
predicting the ATCOs’ operation errors, ensuring the safety and effi-
ciency of air traffic control. 

Cognitive load, complex air traffic situations, and abnormal mental 
states (e.g., distraction and fatigue) are the leading causes of controller- 
related separation errors based on studies from ATCOs’ interviews, 
aviation incident/accident reports, and air traffic control simulations 
[7,9,21]. Cognitive load characterizes the mental effort ATCOs take to 
accomplish traffic control tasks. High levels of cognitive load can 
negatively affect controller performance and increase the separation 
error probabilities. For example, an increased cognitive load may cause 
ATCOs to misjudge or overlook an unsafe developing situation, leading 
to LoS events. Another factor that impacts ATCO performance is the 
complexity of the air traffic management task. Task complexity, which is 
determined by the air traffic control task itself, is distinct from the 
cognitive load. Many studies have attempted to identify indicators of 
task complexity, such as traffic density and sector sizes. This study 
reviewed the task complexity indicators in mid-air traffic control and 
summarized a list of complexity factors, as shown in Table 1. 

Task complexity indicators can be divided into three categories: 
traffic characteristics, airspace characteristics, and off-nominal events. 
Traffic characteristics, such as traffic density, traffic in climb or descent, 
and variance of ground speed, capture the aircraft’s complexity di-
mensions in the airspace. Airspace characteristics, such as sector sizes 
and structure, tend to reflect the procedures-related complexity. The 
dimensions in the third category, off-nominal events (e.g., restricted 
flight areas, runway switches, and bad weather), could also impact the 
task complexity. For example, restricted flight airspace can indirectly 
affect traffic characteristics. Among many potential task complexity 
indicators, the number of aircraft under control (i.e., traffic density) has 
shown the most evident relationship to ATCOs’ workload and opera-
tional performance in previous studies [21]. Typically, air traffic situa-
tions with higher traffic density often contain more difficult-to-detect air 
traffic conflicts, which can increase the likelihood of errors by ATCOs. 
For example, the FAA proposed a “staffs to traffic” strategy to match the 
number of ATCOs with traffic volume and related workload in a speci-
fied time and sector [22]. Following previous studies [23,24], this study 
designed different complexity levels of air traffic management (ATM) 

scenarios considering the traffic densities and potential impact of off- 
nominal conditions on human performance in the Next Generation 
(NextGen) Air Transportation System [25]. 

Abnormal mental states, such as distraction and fatigue, can degrade 
the operational performance of ATCOs. For instance, interruptions or 
distractions within the control room, such as visual distractions from 
radio communications, equipment alarms, phone calls, and poor work-
station layout, can distract controllers’ attention from a potential con-
flict or cause them to forget to take preventive actions. Fatigue also 
influences a controller’s working capacity and situation awareness. For 
example, the FAA investigated 3,268 ATCOs and reported that 56% of 
these ATCOs identified fatigue as a significant factor contributing to 
separation error occurrences [30]. Most previous research has focused 
on the effects of individual factors on ATCOs’ separation errors. How-
ever, human factors that contribute to operational errors typically 
interact with the context of the control environment. For example, an 
ATCO experiencing fatigue or stress may not be able to effectively 
handle air traffic situations with high traffic density. The quantitative 
impacts of multi-factor interactions on performance are still unclear 
[10]. One potential solution is to develop a multi-factorial model that 
integrates risk factors to characterize ATCOs’ operational performance. 
This model could enable the quantitative modeling of the interactions 
between the relevant task and human factors and facilitate the use of 
multimodal data analytics to predict potential separation errors. 

2.2. Human factor measurements for air traffic controllers 

Modeling and predicting ATCOs’ separation errors requires the in- 
depth identification and extraction of human factors in forming and 
propagating separation errors. Existing methods that measure human 
factors for ATCOs mainly involve subjective and physiological measures. 
Table 2 summarizes the existing methods that measure the aforemen-
tioned human factors for ATCOs. 

Subjective measures are commonly used to evaluate ATCOs’ work-
load and mental state. Various survey instruments can quantify ATCOs’ 
self-rated levels of cognitive load, fatigue, and stress during or imme-
diately after completing a task. Examples of tools that use subjective 
measures to assess cognitive load in air traffic management tasks include 
the NASA Task Load Index (TLX) [31] and the Instantaneous Self- 
Assessment (ISA) [32]. While subjective measures are easy to use, 
they have some potential limitations [23], such as the possibility of 
unwillingness to report and subjective biases. Additionally, these sub-
jective methods can be intrusive and may interfere with controllers’ 
ongoing tasks. 

Recent studies have focused on the physiological methods to recog-
nize spontaneous physiological activities and relate them to human 
factors (e.g., cognitive load and mental states) in air traffic control. 
These methods use physiological sensors to measure various physio-
logical activities, such as heart rate, blood pressure, brain activity, and 
eye movements. For example, Vogt et al. [11] measured the heart rate 

Table 1 
Classification of the reviewed task complexity indicators.  

Categories Task complexity indicators References 

Traffic 
characteristics 

Traffic density, traffic in climb or descent, the 
variance of aircraft speed, etc. 

[20,21,23,26] 

Airspace 
characteristics 

Sector size, sector structure, etc. [27,28] 

Off-nominal 
events 

Weather, Loss of Radio Communication 
(NORDO), runway switch, restricted flight 
areas, minimum fuel reported, etc. 

[25,29]  

Table 2 
Classification of the reviewed human factor measurements for air traffic 
controllers.  

Influencing 
factors 

Human factor 
measurements 

Measuring 
equipment 

References 

Cognitive 
load 

NASA TLX, ISA, heart 
rates, blood pressure, 
brain activities, eye 
movements 

Self-report 
questionnaires, EEG, 
ECG, fNIR, eye 
tracker 

[11,31-34] 

Stress Stress perception reports, 
brain activities, heart 
rates 

[35,36] 

Fatigue Fatigue questionnaire, 
brain activities, eye 
movements 

[37-39]  
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and blood pressure to evaluate the controllers’ mental workload in en- 
route and tower air traffic control. Dasari et al. [8] investigated the 
correlations between EEG data and fatigue in simulated air traffic con-
trol tasks. However, these physiological measurements may cause pro-
longed usability and comfort issues and interfere with controllers’ daily 
operations. 

Recent advances in computer vision show the potential for non- 
intrusively assessing the spatiotemporal patterns of human behavior in 
real time. Changes in behavioral features such as head pose, eye 
movements, and facial expressions can be used to identify certain mental 
conditions, such as fatigue, drowsiness, stress, and distraction [40-42]. 
Computer vision-based approaches can help characterize and identify 
abnormal human mental states from visual behaviors without the need 
for intrusive devices on the body. Table 3 shows a compilation of visual 
behavioral metrics used in various cognitive tasks. Although these 
studies use different schemes to measure workload, fatigue, distraction, 
drowsiness, or stress, typical visual behavior metrics include head pose, 
eye movements, and facial expressions. For example, Liu et al. [43] 
monitored drivers’ facial expressions to indicate mental fatigue. Zhao 
et al. [14] proposed a driving distraction detection method based on 
drivers’ head poses. However, current efforts mainly focus on using a 
single visual feature to characterize mental states, which can be 
ambiguous and may not always accurately indicate mental conditions if 
used alone. Additionally, few studies have investigated the relationships 
between operational performance and visual behaviors. Therefore, this 
study will integrate multimodal visual and non-visual features to 
examine whether human behavior activities can help predict the con-
trollers’ separation errors in air traffic control tasks. 

2.3. Separation error prediction for air traffic controllers 

Human factors, such as cognitive load and abnormal mental states, 
can indicate pending separation errors and negatively influence con-
trollers’ operational performance in air traffic control environments. 
Traditional studies have focused on identifying demanding scenarios or 
detecting controllers’ abnormal mental states, such as fatigue, stress, 
and distraction [8,35]. However, the interactions between human fac-
tors and their quantitative impacts on controllers’ separation errors 
remain unclear. Some recent studies [18,20] have attempted to associate 
controllers’ separation errors with task information. However, the 
limited integration of relevant features hinders the accurate and long- 
term forecasting of separation errors. Multi-step-ahead prediction of 
separation errors would provide sufficient leading time for preventive 
actions before system performance declines. 

Multiple-step prediction is more challenging than one-step forward 
prediction – predicting a sequence of steps having LoS vs. the next step of 
having LoS. The former requires in-depth identification and extraction 
of correlated tasks and involved human factors. Traditional machine 

learning models, such as Random Forest and Support Vector Machine 
(SVM), are insufficient for extracting the characteristics of sequences 
and representing the complex influence of multiple human and task 
factors over operational processes [58]. Modern deep learning models, 
such as CNN with more complex neural network architectures, could 
learn a high-dimensional complex function through a series of non- 
linear transformations from input data to output labels. Recurrent 
Neural Network (RNN) models or RNN variants (e.g., LSTM and GRU) 
can use their internal states to process input sequences, which helps to 
capture more temporal dependencies in sequences [40,59]. However, 
these methods may struggle to handle long-term predictions based on 
multivariate dependencies in input sequences. 

The emergence of encoder-decoder architectures has significantly 
advanced the ability to model sequence-to-sequence problems, such as 
trajectory predictions and remaining useful life forecasts [60,61]. In this 
architecture, the encoder processes the input sequence and captures the 
complex dependencies between the inputs and the targets using a deep 
neural network (e.g., LSTM). The decoder then uses another deep neural 
network to generate the target output sequence from a fixed vector, 
allowing for the prediction of arbitrary length sequences. This archi-
tecture is more flexible and scalable than simple RNN architectures, 
which struggle with long-range modeling dependencies. Nevertheless, 
the encoder-decoder model has not yet been widely investigated and 
applied to human error identification problems for two main reasons: (1) 
a lack of deep understanding of complex human error generation and 
propagation mechanism; and (2) a lack of sufficient operation process 
data to identify possible factors that contribute to human errors. In this 
study, controller-in-the-loop simulations were used to identify a range of 
behavioral activities related to separation errors made by ATCOs. An 
encoder-decoder LSTM deep learning model was then developed to 
analyze multivariate time series data, including traffic and behavioral 
features, and make multi-step predictions of separation errors. 

3. Methodology 

This section presents a multimodal data analytics framework that 
uses multiple data sources to build a model for predicting separation 
errors. This framework involves the extraction and combination of the 
task contexts (e.g., air traffic density) and human features (e.g., head 
pose, eyelid movement, and facial expression), as shown in Fig. 1. In 
particular, Section 3.1 describes the multi-factorial model of factor in-
teractions on operational performance in air traffic control. This section 
is necessary for understanding and conceptualizing how separation er-
rors occur and propagate. Section 3.2 then examines the multimodal 
data sources to characterize critical factors that impact ATCOs’ sepa-
ration errors and details the multimodal feature extraction derived from 
various data sources. Finally, Section 3.3 proposes an encoder-decoder 
LSTM model for predicting multi-step separation errors with fused 
multimodal features, which provides ATCOs with a progressive 
sequence of LoS probabilities. 

3.1. Multi-factorial model for air traffic controller operational 
performance 

The developed multi-factorial model in Fig. 2 captures how in-
terrelations between multiple factors influence the ATCOs’ operational 
performance. The model illustrates the relationships between task 
complexity, cognitive load, abnormal mental states, and operational 
performance. 

• Task complexity refers to the inherent difficulty of air traffic situ-
ations presented to ATCOs tasks [62]. Following previous studies 
[23,24], the authors defined different air traffic complexity levels by 
adjusting air traffic scenarios in terms of traffic density and off- 
nominal scenarios. The authors assumed that task complexity in-
creases as aircraft density increases, thus demanding a higher mental 

Table 3 
Classification of the reviewed human factors measurements using visual 
behaviors.  

Human 
factors 

Tasks/scenarios Visual behavioral 
measures 

References 

Fatigue Driving, air traffic 
control, equipment 
operation 

Head pose, mouth 
movement, facial 
expression, eyelid 
movement 

[43-46] 

Distraction Driving, learning 
analysis 

Head pose, facial 
expression, gaze 

[14,47,48] 

Drowsiness Driving Head pose, eyelid 
movement, facial 
expression 

[49-51] 

Stress Driving, learning 
analysis 

Head pose, facial 
expression, eye gaze 

[52-55] 

Cognitive 
load 

Driving, surgery Facial expression, eyelid 
movement 

[56,57]  
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workload and compromising operational performance. The induced 
off-nominal events (e.g., runway switch and communication failures) 
will also increase the task complexity of ATCOs during the 
simulations.  

• Cognitive load quantifies the mental effort required by ATCOs to 
manage air traffic situations. Task complexity is a critical driver of 
cognitive load [21]. In their work, controllers must pay attention to 
various information sources (e.g., radar screens and quartz sector 
maps). Higher levels of cognitive load can reduce a controller’s 
ability to handle air traffic and increase the risk of separation errors.  

• Mental states like fatigue, distraction, and stress, can negatively 
affect the performance of ACTOs in their tasks. It is believed that the 
controllers’ visual and physiological behaviors can reveal their 
mental states. For instance, the head pose may indicate distraction or 
fatigue, while eyelid movement could reflect drowsiness and fatigue. 
In addition to eye and head movements, facial expressions can also 

convey a person’s cognitive states - for example, a person’s face may 
appear expressionless for a prolonged period when they are experi-
encing fatigue. Additionally, physiological behaviors like heart rate 
variability may be used to predict fatigue and stress and to measure 
mental workload [63]. 

• Operational performance assesses a controller’s ability to effec-
tively organize and coordinate safe and efficient traffic flow in dy-
namic airspace systems. Previous studies [20,64] have used 
separation errors, which occur when controllers fail to maintain the 
minimum separation distance of two or more aircraft, as a metric to 
evaluate ATCOs’ operational performance. The separation error is a 
widely accepted method for measuring operational performance. 

This model investigates the relationships between human factors (i. 
e., cognitive load and abnormal mental states), task factors (i.e., task 
complexity), and separation errors. In particular, task complexity and 

Fig. 1. The proposed framework of separation error prediction using multimodal behavior features.  

Fig. 2. The multi-factorial model of separation errors in air traffic control.  
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cognitive load can interact and change dynamically as controllers 
encounter different tasks in various scenarios. These changes in task 
complexity may lead to changes in cognitive load and contribute to 
separation errors. Abnormal mental states, like fatigue, stress, and 
distraction, can also negatively impact the operational performance of 
ATCOs. Considering that human activities, such as visual and physio-
logical behaviors, can reveal these mental states, this study examines a 
comprehensive list of visual behavioral activities associated with oper-
ational performance. The multi-factorial model allows for the quanti-
tative modeling of the interactions between the relevant task and human 
factors, which can then be used in multimodal data analytics to predict 
potential ATCOs’ operational errors. 

3.2. Multimodal data collection and extraction 

The proposed multi-factorial model for ATCOs’ operational perfor-
mance aims to guide data collection and feature extraction to study the 
interactions between different factors and to build quantitative models 
that can predict separation errors using real-time task factors and human 
information. Collecting separation errors from an actual air traffic 
control environment is not practical and scalable due to the safe-
ty–critical nature of these events and the challenging conditions (e.g., 
poor mental states and complex air traffic situations) in which they 
occur. Instead, the proposed approach involves collecting multimodal 
data in different task scenarios through high-fidelity controller-in-the- 
loop simulation experiments. Table 4 summarizes the multimodal data 
sources and features that are used to characterize separation errors in air 
traffic control. These data include simulator tracklogs, which record 
airspace information (e.g., flight ID, aircraft type, and aircraft states) 
during the simulated air traffic control, as well as self-report ratings of 
mental workload and heart rate data collected using ECG equipment. 
The authors also used computer vision algorithms to extract visual be-
haviors (e.g., head poses, eyelid movements, and facial expressions) 
from video data. The following sections provide more technical details 
on these data sources and features. 

3.2.1. Features of air traffic control tasks 
For this study, the authors defined different task complexity levels by 

adjusting air traffic scenarios in terms of traffic density and off-nominal 
events. Fig. 3 illustrates the traffic conditions in different simulation 
scenarios: (1) baseline scenarios have lower traffic density (around 2–5 
aircraft at a time), (2) nominal scenarios have higher traffic density 
(around 6–12 aircraft at a time), and (3) off-nominal scenarios have a 
similar traffic density to nominal scenarios, but also introduce off- 
nominal events, such as turbulence reports, NORDO, active runway 
changes, and aircraft with minimum fuel reports. 

While more task features would be desirable, our previous research 
of aircraft characteristics (i.e., traffic density and the number of turning 
aircraft) [20] has shown that traffic density is the primary indicator of 
ATCOs’ separation errors. In contrast, the number of turning aircraft 

contributes little to predicting operational performance. Therefore, this 
study will focus on analyzing the effects of traffic density and off- 
nominal events. 

3.2.2. Visual behavioral measures 
Visual human behaviors, such as head pose, eyelid movement, and 

facial expression, could reflect mental states and help to predict sepa-
ration errors in air traffic control. To capture these behaviors, the au-
thors used computer vision algorithms to extract data from surveillance 
videos. 

(1) Head pose estimation 
This study used OpenFace, an open-source toolbox developed by 

Baltrusaitis et al. [65], to estimate the three-dimensional (3D) head 
orientation and position of controllers. The algorithm first localizes the 
facial region using the Histogram of Oriented Gradient (HOG) features 
and the SVM. The Conditional Local Neural Fields (CLNF) model [66] 
then identifies facial landmarks with two components: (1) a point dis-
tribution model that represents landmark geometric variations, and (2) a 
probabilistic patch expert that describes the local shape variations of 
each landmark. This facial landmark detector can generate a set of 2D 
facial features such as the jaw outline, nose tip, eye corners, and mouth 
corners. 

The next step is to retrieve the 3D head pose based on the 2D-3D 
correspondence. As in the original study [65], the 3D coordinates of 
six facial landmarks (nose tip, chin, left and right corners of the lip, the 
left corner of the left eye, and the right corner of the right eye) serve as 
reference landmarks to facilitate the matching process. The 3D head 
pose can be characterized by three degrees of freedom: pitch, roll, and 
yaw angles, which describe the orientation and transformation of a 
person’s head relative to the camera. The details of 2D-3D head pose 
transformation can be found in the original study [65]. Fig. 4 shows 
head pose estimation results from a participant in the off-nominal sce-
nario. The algorithm can measure the real-time 3D head orientation and 
position of air traffic controllers. 

(2) Eyelid movement detection 
Another algorithm calculates the widely used eye aspect ratio (EAR) 

[67], which is the ratio of the height to the width of the eye region, to 
estimate the state of eye-opening. The model uses the average EARs of 
the left and right eye in each video frame. When the eyes close, the 
pupils become occluded by the eyelids, resulting in an EAR value close to 
zero. Eq. (1) shows the EAR metrics based on six eye landmarks. Fig. 5 
below illustrates the locations of the six facial landmarks in both open 
and closed eye states. 

EAR =
||p2 − p6| | + ||p3 − p5| |

2||p1 − p4| |
(1)  

where p1 and p4 measure the width of the eyes while p2, p3, p5, and p6 
measure the height of the eyes. 

(3) Facial expression recognition 
A CNN-based algorithm developed by Arriaga et al. [68] can perform 

real-time facial expression recognition and classification. This facial 
recognition model can classify faces into seven emotional categories: 
anger, disgust, fear, happy, sadness, surprise, and neutral. For the pur-
pose of this study, these seven facial expression categories were further 
grouped into three classes: positive (happy), negative (angry, disgust, 
fear, sad, surprise), and neutral (neutral) to simplify the feature repre-
sentation and fusion. 

Fig. 6 shows the architecture of the implemented algorithm, con-
sisting of four stacked residual depth-wise separable convolutions. The 
residual depth-wise separable convolution combines residual modules 
and depth-wise separable convolutions. Residual modules address the 
degradation problem by using skip connections and deeper network 
layers [69], while depth-wise separable convolutions reduce the number 
of network parameters while improving representation efficiency within 
a convolutional layer [70]. The last layer of this model uses a global 

Table 4 
Summary of involved elements, quantitative indicators, and measuring data 
sources.  

Involved 
elements 

Quantitative indicators Measuring data 
sources 

Task 
complexity 

Traffic density and distraction events Simulator 
tracklogs 

Cognitive load Mental workload Self-report 
ratings 

Behavioral 
activity 

Visual behaviors Head poses 
Eyelid movementFacial 
expressions 

Video data 

Physiological 
behaviors 

Heart rates ECG data 

Separation 
errors 

LoS Simulator 
tracklogs  
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average pooling and a soft-max activation function to produce a facial 
expression prediction. 

3.2.3. Physiological behavior measures 
Physiological signals can help recognize spontaneous physiological 

activities and relate them to human factors (e.g., cognitive load and 
mental states) in air traffic control. This study collected controllers’ 
heart rate activities using ECG equipment. By attaching two leads to the 
participant’s left and right collar bones, the ECG equipment can measure 
the echoes of the heart’s electrical activity in real-time during the air 
traffic control simulations. Specifically, the authors used the inter-beat 
interval (IBI), the time in milliseconds between two consecutive heart-
beats, to characterize controllers’ mental states. Fig. 7 shows an example 

Fig. 3. Phoenix terminal airspace on three simulated air traffic management scenarios.  

Fig. 4. Head pose estimation results based on the OpenFace algorithm.  

Fig. 5. Eye landmarks in eye-opening and closed states.  

Fig. 6. Facial expression recognition for ATCOs.  
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of IBI measures for one ATCO participant across three different task 
scenarios. The examples show that the IBI varies across different task 
scenarios. 

3.2.4. Mental workload measures 
Mental workload refers to the mental effort required by controllers to 

perform traffic control tasks. High cognitive load can negatively impact 
performance and increase the probability of separation errors. This 
study collected subjective workload measures during the simulation 
using a 7-point scale (from very low to very high) developed by [9]. 
Participants were asked to respond to probe questions as quickly as 
possible but were required to prioritize the air traffic management tasks 
per instructions. To reduce potential reporting bias, the authors gath-
ered workload ratings three times (at 180 s, 720 s, and 1260 s) during 
each task scenario. 

3.2.5. Performance measures for air traffic controllers 
Errors made by controllers during air traffic control operations 

include separation errors, controller-pilot communication errors, hand- 
over errors, and procedural errors [71]. Of these errors, separation er-
rors are of particular concern in the aviation industry due to the ex-
pected growth in air traffic [20,64], as they can lead to LoS events 
between aircraft in the airspace. For this reason, this research focuses on 
separation errors as a measure of controllers’ operational performance. 

According to the mandated separation standard set by International 
Civil Aviation Organization (ICAO) [72], a separation error occurs when 
the distance between two or more aircraft is less than 5 nautical miles 
horizontally or 1000 feet vertically. Aircraft are considered to have 
sufficient separation when the horizontal and vertical separation 
minima with other aircraft are satisfied. If these standards are not met, 
the situation is classified as an LoS event. In this study, the authors used 
simulation tracklogs to identify separation errors made by each partic-
ipant during air traffic operations. This information was then used to 
evaluate the performance of the proposed multimodal data analytics 
framework for predicting separation errors in air traffic control. 

3.3. Multi-step separation error prediction model 

This study proposed a multi-step separation error prediction model 
that combines task and behavioral factors, including air traffic 
complexity, visual behaviors, and physiological signals. The joint rep-
resentation of multimodal features allows for capturing performance- 

related information within and across modalities, thereby improving 
the prediction model performance. 

The proposed encoder-decoder LSTM network can map multimodal 
input sequences into multi-step output sequences, as shown in Fig. 8. 
LSTM networks [73] can learn long-term dependencies, which makes 
them well-suited for classifying and processing time series behavioral 
data. Within LSTM models, three gates (input gate, forget gate, and 
output gate) collectively control and update the information flow into 
and out of the cell. The input gate determines with which values to 
update the memory state. The forget gate determines the extent to forget 
the previous outputs and selects the optimal time lag for the input se-
quences. The output gate regulates the output values to the next hidden 
state based on inputs and the block’s memory. 

Eq. (2) – (5) represent the description of the input it, forget ft and cell 
activation ̃ct , and output ot, respectively, which enable the LSTM cell to 
predict the output vector: 

ft = σ
(
wf ,xxt +wf ,hht− 1 +wc,ict− 1 + bf

)
(2)  

it = σ
(
wi,xxt +wi,hht +wc,f ct− 1 + bi

)
(3)  

c̃t = tanh
(
w̃c,xxt + w̃c,hht− 1 + b̃c

)
(4)  

ot = σ
(
wo,xxt +wo,hht− 1 + bo

)
(5)  

where wf ,x, wi,x, w̃c,x, and wo,x represent the weight coefficients, which 
can map the input of the hidden layer to the gates and input cell; wf ,h, 
wi,h, w̃c,h, and wo,h are the weight coefficients, which can connect the 
previous cell output state to the gates; bf , bi, b̃c, and bo are four bias 
vectors. σ( • ) represents the standard logistics sigmoid function. 

The developed model consists of two LSTMs, one serving as an 
encoder and the other as a decoder (see Fig. 8). The encoder maps an 
input sequence to a vector representation of fixed dimensionality, while 
the decoder is another LSTM network that uses this vector representa-
tion to produce the target sequence. The LSTM modules stack multiple 
layers on the encoder and the decoder to improve their ability to un-
derstand the complex representation of the time-series features at 
different levels. Specifically, the encoder converts the given input 
sequence Xi to a fixed-length vector, known as the context vector, which 
characterizes the internal representation of the input sequence. A repeat 
vector layer then repeats the context vector for n-steps (n is the number 

Fig. 7. Inter-beat interval (IBI) measures of one participant over three task scenarios.  

Fig. 8. The encoder-decoder LSTM network for predicting multi-step separation errors.  
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of future steps to be forecasted). The output of the repeat vector serves as 
the initial decoder state to predict the output sequence. The time- 
distributed layer is a wrapper that allows a fully connected dense 
layer to each time step and separates the output for each time step. In 
this study, the proposed model will predict future n-step separation er-
rors (n = 2, 5, 8, and 10, corresponding to 10 s, 25 s, 40 s, and 50 s) for 
forecasting a sequence indicating times of controllers’ separation errors. 

4. Experiment designs 

This section provides details on the experimental designs and data 
collection procedures employed in controller-in-the-loop simulations. 

4.1. Experimental scenarios and procedures 

The high-fidelity simulated environment used in this study was based 
on the Phoenix TRACON airspace, which is one of the busiest airspaces 
in the United States. However, unlike the Phoenix terminal in the real 
world, where each controller typically handles an arrival flow, this study 
included a second aircraft flow for aircraft and small general aircraft in 
the airspace to increase the overall task difficulty. 

To create different levels of task complexity, the researchers adjusted 
the flight schedules and developed three scenarios: baseline, nominal, 
and off-nominal. Fig. 9 shows air traffic volume variations across three 
task scenarios. The baseline scenario had a relatively steady traffic 
density throughout the operation, with participants handling a total of 
16–20 aircraft. The nominal scenario had a moderate to high traffic 
density, with participants controlling around 30–35 total aircraft. The 
off-nominal scenario had a similar traffic density to the nominal scenario 
but also included off-nominal events during the operation. Table 5 lists 
the four off-nominal events and their scripts used in the experiment, 
including turbulence reports, NORDO (no radio), active runway 
changes, and aircraft minimum fuel reported. All participants completed 
all three task scenarios in a randomized order. 

The study protocol consisted of three within-subjects and counter-
balanced ATM scenarios with different task complexities: baseline, 
nominal, and off-nominal, as shown in Fig. 10. The counterbalanced 
design, which randomizes the scenario orders of each participant, can 
help reduce the sequence effects of procedure variables. Each within- 
subject scenario took 25 mins to complete. Before the experiments, 
each participant received a conceptual introduction and hands-on 
training with simulation workstations. All participants were previously 
informed about the purpose of the test, its procedure, the equipment to 
be used, and the expected duration. During the experiment, participants 
were responsible for performing standard air traffic control tasks, such 
as resolving conflicts, issuing clearances, and providing traffic infor-
mation. All pilot-controller communication was conducted via voice. 
Participants were asked to respond to workload probe questions by 
touching a button on the screen only when they had sufficient capacity 
during the task simulations. After the experiments, participants were 
encouraged to provide suggestions or comments for improving the 

simulations. 

4.2. Participants and apparatus 

This study was conducted in two phases. The first phase of data 
collection (Phase I) took place from March 2019 to October 2019 and 
involved six professional participants (N = 6) who were retired certified 
air traffic controllers. The pseudo-pilots were senior students in the 
aviation program at Arizona State University with extensive experience 
in controlling aircraft using the flight simulator. All participants in this 
phase were male and had a professional background in air traffic con-
trol. Data collection was paused during the COVID-19 pandemic. The 
second data collection phase took place from July 2021 to February 
2022 and involved four non-professional participants (N = 4) who were 
graduate students in ATM programs. However, visual behaviors were 
not available in this phase due to the use of masks, which caused facial 
occlusions. The institutional review board (IRB) of the institutes 
involved approved all of the experiments. Table 6 provides a summary of 
the details for both phases of data collection. 

Fig. 11 shows the air traffic control simulator used for data collec-
tion, which consists of eight operational workstations for pseudo pilots 
and controllers. Each workstation has a radar screen, flight strips, 
automatic terminal information service, an external camera, and radio 
equipment. During the experiments, the following data were collected 
while controllers were dealing with different scenarios:  

• Simulator tracklogs: The authors used the Metacraft SimSuite 
platform [74], which imitates FAA’s standard terminal equipment, to 
design and simulate air traffic operations based on real traffic sam-
ples. The simulator tracklogs, updated every 5 s, recorded airspace 
data such as flight ID, aircraft type, and aircraft states (e.g., altitude, 
latitude, longitude, and speed).  

• Video data: A high-definition webcam (Logitech C920 HD Pro 
Webcam) is mounted on each workstation for collecting videos of the 
controllers’ head regions, which can be used to extract essential vi-
sual behaviors, including head poses, eyelid movements, and facial 
expressions. The video data collection is collected at a frequency of 
30 frames per second (FPS).  

• Physiological data: The ABM B-Alert equipment [75] continuously 
monitors participants’ heart rates during air traffic control simula-
tions by attaching 2 ECG leads to their collarbone areas. The heart 
rate data is collected at a rate of 256 samples per second.  

• Workload probes: A touchscreen Surface tablet was used to gather 
participants’ subjective workload ratings for traffic control tasks on a 
7-point scale [9] at three different times during each scenario: 180 s, 
720 s, and 1260 s. 

Fig. 9. Air traffic density variations across different task scenarios.  

Table 5 
Off-nominal events in the high workload off-nominal scenarios.  

Events Time of 
events 

Scripts 

Turbulence reported At 5mins Pseudo-pilot script: “Approach, speed bird 
two eighty-one, we’re experiencing 
moderate turbulence at one three 
thousand.” 

Loss of Radio 
Communication 
(NORDO) 

At 10 min Pseudo-pilot script: one aircraft does not 
respond to controller communication 

Active runway switches At 14 min Ghost controller script: “Quartz, this is 
local south. We’re switching to runway 
seven left and seven right effective 
immediately.” 

Minimum fuel reported At 18 min Pseudo pilot script: “Approach, twenty- 
four, minimum fuel advisory, cannot 
accept delayed arrival.”  
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5. Experimental results and analysis 

This section presented the results of a factor analysis of the proposed 
multi-factorial model and evaluated the performance of the developed 
encoder-decoder LSTM prediction model using different features. The 
authors also compared the developed model with three baseline deep 
learning methods for predicting multi-step separation errors. 

5.1. Factor analysis of the multi-factorial model 

This subsection analyzed the proposed multi-factorial model using 
all measures from the six professional ATCOs in Phase I who did not 
wear facial masks. In the discussion section, the authors will further 
compare the results of this analysis with those obtained using data 
collected in Phase II, which included four non-professional ATCOs. 

5.1.1. Analysis of variance for measures across air traffic management 
scenarios 

This study examined the descriptive statistics for all measures, 

including traffic density, mental workload, separation error, visual be-
haviors, and physiological signals, for three task scenarios. Specifically, 
the workload ratings were averaged across the 25-minute task scenarios 
(three measurements) to facilitate comparisons between the different 
task demands. The results (Fig. 12) suggest that the traffic density and 
workload ratings varied as expected across the three task scenarios. The 
traffic density was the lowest in the baseline scenario (scenario 1), while 
it was much higher in the nominal and off-nominal scenarios (scenarios 
2 and 3). The baseline scenario was rated as having the lowest workload 
ratings, while participants reported a higher mental workload in the 
nominal scenario as the traffic density increased. However, the off- 
nominal scenario, which included off-nominal events such as turbu-
lence reported, NORDO (no radio), active runway changes, and aircraft 
minimum fuel reported, had slightly higher workload demands, as re-
ported by the participants. 

When comparing the number of separation errors made in the three 
task scenarios, the authors found that the baseline scenario has fewer 
separation errors than the nominal and off-nominal scenarios. None-
theless, the nominal and off-nominal scenarios have similar separation 

Fig. 10. Experimental procedures of the controller-in-the-loop simulations.  

Table 6 
Summary of two data collection phases.  

Phases Subjects Background Total task 
sessions 

Total task 
durations 

Total 
samples 

Data types Frequencies of data collection and 
designed self-reporting 

Phase I 6 Retired ATCOs 18 (6*3) 450 mins 5,418 
(301*18) 

Simulator 
tracklogs 

Every 5 s in each task scenario 

Workload 
probes 

At 180 s, 720 s, and 1260 s 

Video data 30 FPS 
ECG data 256 samples per second 

Phase 
II 

4 Graduate students from the Air Traffic 
Management (ATM) program 

12 (4*3) 300 mins 3,612 
(301*12) 

Simulator 
tracklogs 

Every 5 s in each task scenario 

Workload 
probes 

At 180 s, 720 s, and 1260 s in each 
task scenario 

ECG data 256 samples per second 
Note: Phase II did not collect the visual data due to the 
mask coverings.  

Fig. 11. The Phoenix TRACON simulator (eight operational workstations) for pseudo pilots and controllers.  
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errors, although the off-nominal scenario included off-nominal events. 
This finding suggests that the introduction of off-nominal events did not 
significantly impact the number of separation errors made in the 
scenario. 

To better understand the statistical effects of all measures, the au-
thors conducted a repeated measures analysis of variance (ANOVA) [76] 
for each task scenario. For each analysis, Mauchly’s sphericity was 
tested to verify whether the variances of the differences between all 

possible pairs of within-subject conditions are equal. If sphericity was 
violated, Greenhouse–Geisser (GG) correction was applied for adjusted 
p-values. The generalized effect size η2

G, which measures the degree of 
association between the effect and the variables, was also reported. 

The results in Table 7 show that significant differences in traffic 
density (p < .001, η2

G = 0.949), mental workload (p < .001, η2
G = 0.65), 

and separation error (p < .01, η2
G = 0.615) exist across the three task 

scenarios. The η2
G values also indicate that these differences have large 

Fig. 12. Boxplots for all measures in three task scenarios (1 = baseline scenario, 2 = nominal scenario, 3 = off-nominal-scenario).  
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effect sizes. However, the results show that there are no significant 
differences in visual behaviors (i.e., head pose, eyelid movement, and 
facial expressions) and physiological behaviors (i.e., IBI) between the 
three scenarios. This finding is consistent with previous research [77] 
and suggests that these behavioral measures may not be directly related 
to task complexity but instead reflect participants’ mental states, such as 
their levels of attention and vigilance. While abnormal mental condi-
tions can greatly impact the operational performance of ATCOs, the lack 
of a direct relationship between behavioral indicators and separation 
errors highlights the need to further explore the complex influence of 
multiple human and task factors on operational processes. This may 
involve in-depth modeling of the relationships between these factors and 
separation errors. 

The authors also conducted post-hoc tests following the Bonferroni 
procedure [78], which adjusts p-values and eliminates multiple spurious 
positives, to analyze the measure differences among three task sce-
narios. The results of pairwise comparisons (shown in Fig. 13) revealed 
that traffic density and mental workload were significantly lower in the 
baseline scenario than in the nominal and off-nominal scenarios. How-
ever, the traffic density (p = 1.0) and workload ratings (p = 0.525) were 
not significantly different between the nominal and off-nominal sce-
narios. Similarly, the number of separation errors made in the baseline 
scenario was significantly lower than in the nominal and off-nominal 
scenarios, but there were no significant differences between the nomi-
nal and off-nominal scenarios (p = 1.0). These results suggest that traffic 
density is one of the main influences on workload and separation errors 
in task scenarios. 

5.1.2. Correlation between task complexity, workload, and separation 
errors 

To investigate the inter-relationships between task complexity, 
workload, and separation errors, the authors conducted a Spearman 
correlation analysis [79] with a 95% confidence interval. The correla-
tion coefficient r, which ranges from − 1 to 1, indicates the relationship 
between two variables. A high positive r represents a proportional 
relationship, while a high negative r indicates an inverse relationship. 

As shown in Fig. 14, the traffic density was significantly correlated 
with the workload (r = 0.56, p < .05). Similarly, the traffic density (r =
0.64, p < .01) and mental workload ratings (r = 0.67, p < .01) were 
significantly associated with separation errors. These results suggest that 
the changes in the task complexity (traffic density in the designed sce-
narios) could lead to variations in mental workload and subsequently 
impact ATCOs’ operational performance. Overall, the factor analysis 
and correlation analysis results support the importance of considering 
both task complexity and workload in predicting separation errors made 
by air traffic controllers. The developed encoder-decoder LSTM model, 
which considers multiple factors, including task complexity, workload, 
and behavioral indicators, has the potential to improve the accuracy of 
separation error prediction in air traffic control operations. 

5.1.3. Correlation between facial and physiological features 
To determine the correlation between facial and physiological fea-

tures, the authors analyzed the means and standard deviations of mea-
sures, including inter-beat intervals (IBI), head pose (roll, pitch, and 
yaw), eye aspect ratio (EAR), and facial expressions (positive, neutral, 
and negative), as shown in Fig. 15. The results of the Spearman 

Table 7 
Statistical analysis of measures in three air traffic management scenarios.  

Measures Task scenarios Repeated measures ANOVA 

Baseline Nominal Off-nominal F p η2
G 

Density 4.382(0.450) 10.394(0.494) 11.057(1.144)  113.403 3.4e-05***  0.949 
Workload 3.000(0.943) 4.889(0.621) 5.000(0.596)  50.328 0.0006***  0.65 
LoS 2.000(1.095) 17.000(6.573) 15.333(7.554)  10.340 0.004**  0.615 
IBI 868.012(159.025) 813.134(184.264) 744.904(93.266)  3.254 0.145  0.331 
Yaw − 0.051(0.076) − 0.057(0.088) − 0.055(0.091)  0.048 0.854  0.001 
Pitch − 0.003(0.170) 0.005(0.107) − 0.014(0.120)  0.228 0.8  0.004 
Roll 0.134(0.174) 0.150(0.152) 0.138(0.175)  0.336 0.722  0.002 
EAR 0.245(0.031) 0.243(0.033) 0.245(0.049)  0.042 0.959  0.0008 
Positive 0.125(0.092) 0.114(0.108) 0.097(0.070)  1.047 0.386  0.02 
Negative 0.640(0.062) 0.646(0.072) 0.632(0.069)  0.094 0.911  0.009 
Neutral 0.234(0.048) 0.240(0.083) 0.271(0.110)  0.606 0.564  0.044 

Note: The standard deviations are given in parentheses. *. p < .05, **. p < .01, ***. p < .001. η2
G is the generalized effect size. Small effect size: η2

G ≤ 0.01; Medium effect 
size: 0.01 < η2

G ≤ 0.14; and large effect size: η2
G > 0.14.  

Fig. 13. Post hoc tests for measures in three task scenarios (1 = baseline scenario, 2 = nominal scenario, 3 = off-nominal-scenario).  

R. Xiong et al.                                                                                                                                                                                                                                   



Advanced Engineering Informatics 55 (2023) 101894

13

correlation revealed a moderate relationship between facial and physi-
ological features. A high positive relationship (r > 0.7) was found be-
tween mean pitch angles and negative facial expressions and between 
standard deviations of EAR and roll angles. In contrast, a moderate 
negative relationship (r < -0.5) was found between standard deviations 
of pitch angles and neutral facial expressions, and a high negative 
relationship (r < -0.7) was identified between mean pitch and positive 
facial expressions. Furthermore, a moderate positive relationship (r >
0.5) was found between mean IBI and roll, between standard deviations 
of IBI and roll angles, between standard deviations of IBI and yaw an-
gles, between standard deviations of IBI and EAR, between standard 
deviations of IBI and negative facial expressions, between standard de-
viations of the EAR and head pose (i.e., pitch and yaw), between mean 

head pose (i.e., roll and pitch) and negative facial expressions. These 
results suggest that facial and physiological features are related and can 
be used together to predict separation errors. The combination of mul-
tiple features could provide a more robust prediction model compared to 
using a single feature. 

5.2. Performance analysis of the multi-step separation error prediction 
model 

As the visual data in Phase II is unavailable, this study used all 18 
task session data (three scenarios for each participant) collected from six 
professional ATCOs to evaluate the developed multi-step separation 
error prediction model. 

Fig. 14. Correlation analysis of the traffic density, workload, and separation errors.  

Fig. 15. Correlation analysis of facial and physiological features. Note: The color bar shows the correlations range in magnitude from − 1.00 to 1.00.  
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5.2.1. Implementation details 
This study collected raw data from multiple sources at different 

sampling rates. To synchronize the data, the authors merged raw data 
with a 5 s synchronized timestep (informally, “step”) based on the up-
date period of the Metacraft simulation system, which records air traffic 
information every 5 s. Using the simulation tracklogs, a separation status 
(LoS or non-LoS) was assigned to each timestep of each participant. Each 
participant had approximately 301 steps (including the step at the 
beginning of each experiment) across one ATM scenario ((25 min × 60 s) 
/ 5 s + 1). The resulting dataset consists of 5,418 steps labeled with 
separation status and contains nine features, including task density, 
head pose (pitch, roll, and yaw), eyelid movement, facial expressions 
(happy, neutral, and negative), as well as IBI data. In particular, the 
dataset includes 33.52% positive samples or timesteps with separation 
errors. 

This study used k-fold cross-validation [80], a common method for 
evaluating machine learning models on a limited amount of data. In this 
method, the data is divided into k subsets, and the proposed model is 
trained and evaluated k times, with a different subset used as the test set 
each time. The authors set k as 10, meaning that 90% of the data was 
used for training and 10% was used for testing. In each fold, a 15% 
subset of the training data was used for validation. The performance of 
the model was then averaged over the 10 folds. 

To preprocess the data, the authors used the min–max scaling to 
rescale the measures in the dataset. The LSTM layer of the encoder- 
decoder model contains 64 hidden units. The loss function used is the 
mean squared error (MSE), and the activation function is the ReLU. 
During training, the model was optimized using the Adam optimizer 
with a learning rate of 0.001 and a decay rate was 0.9. The batch size 
was set to 8, and the maximum number of epochs was 200 with early 
stopping implemented. The length of the historical input data (i.e., 
observation length) was a hyperparameter that was optimized by 
selecting the parameter that resulted in the highest accuracy on the 
validation dataset. In this study, the observation length was set to 15 
steps, as this setting resulted in the highest prediction accuracy. The 
model did not show any significant improvement in performance with 
longer observation lengths. 

Fig. 16 shows the model performance of the loss function using (a) a 
single feature (i.e., traffic density) and (b) all features. The loss curves 
decrease as the number of training epochs increases. The loss functions 
are similar in both the training and validation phases, indicating that the 
network has generalized well. Additionally, the final losses of the model 
trained with all features are lower than that of a single feature, indi-
cating that using all features results in better prediction of separation 
errors. 

5.2.2. Model performance evaluation metrics 
This study evaluated the prediction performance of the proposed 

encoder-decoder LSTM model through two types of metrics: (1) point- 
level metrics, including precision, recall, and F1-score, and (2) 
sequence-level metrics, including alignment accuracy and sequence 
similarity. 

The authors define that true positive (TP) is the number of timesteps 
correctly predicted as separation errors, false positive (FP) is the number 
of timesteps incorrectly identified as separation errors, and false- 
negative (FN) is the number of timesteps incorrectly identified as non- 
separation errors. The precision, recall, and F1-score are defined as 
follows:  

Precision = TP / (TP + FP)                                                              (6)  

Recall = TP / (TP + FN)                                                                  (7)  

F1 = 2 × Precision × Recall / (Precision + Recall)                             (8) 

Alignment accuracy and sequence similarity are metrics commonly 
used to evaluate the model performance that aligns two sequences, 
particularly in protein and DNA sequence analysis [81]. This study used 
these two metrics to assess the model performance of the proposed 
method for predicting separation errors at various steps following a 
given time. The definitions of alignment accuracy and sequence simi-
larity are as follows: 

Alignmentaccuracy =
Mc

M
(9)  

Sequencesimilarity =
1
M

∑M

i=1

Lc

L
(10)  

where Mc is the number of correct sequence predictions, M is the total 
number of sequence predictions, Lc is the length of the longest common 
subsequence for ground-truth and predicted sequences, and L is the 
length of the ground-truth sequence. 

5.2.3. Prediction performance with different features 
This study compared the prediction performance of multiple input 

features, including task features (e.g., traffic density), behavioral fea-
tures (e.g., head pose, eyelid movement, facial expression, and IBI), and 
hybrid features of both task and behavioral data. Each type of input 
feature was used to create a separate prediction model. 

Fig. 17 presents the precision, recall, and F1-score performance of the 
proposed method when using single input features. The results indicate 
that the head-pose feature performs better than any other single feature, 
with 89.38% precision, 88.12% recall, and 88.75% F1 score in predicting 

Fig. 16. The loss curves of model performance from a randomly selected fold.  
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2-step separation errors. The head poses of controllers seemed to be 
more relevant in indicating their operational performance, as they 
showed their visual attention between multiple. This highlights the 
importance of the head-pose feature and suggests that visual behaviors 
of ATCOs can serve as indicators of errors in addition to task features and 
physiological signals. 

Meanwhile, the results of this study revealed that the eyelid move-
ment feature had relatively lower performance in predicting separation 
errors, with a precision of 59.74%, a recall of 52.95%, and an F1 score of 
56.14% in 2-step separation error prediction. One possible reason for 
this lower performance is that some ATCO participants wore glasses, 
which can affect the accuracy and clarity of the extracted eyelid features 
due to reflections. Despite this, the proposed encoder-decoder LSTM 
method showed relatively stable performance across different time ho-
rizons, indicating that this method can capture complex patterns and 
reduce accumulation errors in long-term forecasts. This suggests that the 
method effectively addresses the challenges of predicting separation 
errors over longer periods. 

Table 8 presents the alignment accuracy and sequence similarity 
performance of the proposed method using single features. The results 
revealed that the head-pose feature is the most informative (alignment 
accuracy = 82.12%, sequence similarity = 87.61%), while the eyelid 
movement feature is the least informative (alignment accuracy =
65.03%, sequence similarity = 70.37%) when only integrating a single 
feature to predict 2-step separation errors. This conclusion confirmed 
the results of the point-level performance analysis. The results in Table 8 

also indicated that the facial expression and IBI could achieve compa-
rable performance and provide relatively high alignment accuracy (over 
70% alignment accuracy in 2-step prediction) in the short-term predic-
tion of controllers’ separation errors. The results of this study showed 
that predicting separation errors becomes more complex as the number 
of steps being forecasted increases. For example, the head-pose feature 
had nearly a 10% higher alignment accuracy when predicting 2-step 
separation errors compared to 10-step forecasting. This illustrates that 
many-step forecasting is more challenging than 2-step forecasting. 
However, the sequence similarity score did not decrease significantly, 
suggesting that the proposed encoder-decoder LSTM network could 
accurately capture the trends in the data. This observation suggests that 
while the task becomes more difficult as the number of steps being 
forecasted increases, the proposed model can handle this increased 
complexity effectively. 

This study also investigated the performance of combining task and 
behavioral features as inputs. Fig. 18 shows the precision, recall, and F1- 
score performance of the proposed method using hybrid features. 
Table 9 presents the alignment accuracy and sequence similarity per-
formance of the proposed method using hybrid features. These results 
suggest that multimodal features could improve prediction performance 
compared to single features. This may be because integrating different 
features can provide complementary and cross-modality information 
between modalities. In particular, the model that combines all visual 
features (i.e., head pose, eyelid movement, and facial expression) and 
task contexts performed better or comparably to the model integrating 

Fig. 17. Precision, recall, and F1-score performance of the proposed method based on single features.  

Table 8 
Alignment accuracy and sequence similarity of the proposed method based on single features.  

Features 2 steps 5 steps 8 steps 10 steps 

alignment 
accuracy 

sequence 
similarity 

alignment 
accuracy 

sequence 
similarity 

alignment 
accuracy 

sequence 
similarity 

alignment 
accuracy 

sequence 
similarity 

Traffic density  81.47  83.33  77.61  82.62  73.80  81.26  70.51  81.32 
Head pose  82.12  87.61  78.79  87.55  74.75  86.73  71.70  87.09 
Eyelid 

movement  
65.03  70.37  57.77  67.33  53.83  63.76  50.21  61.80 

Facial 
expression  

75.62  79.45  70.62  78.72  66.89  77.93  63.82  78.10 

IBI  72.75  74.58  68.07  74.81  64.41  75.68  62.87  77.33 

Note: The highest metric values are in bold. All metric values are in percentage. 
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all features. For example, Ftask, head, eye, face model achieved 93.98% 
precision, 91.15% recall, 92.54% F1 score, 91.98% alignment accuracy, 
and 93.37% sequence similarity score in predicting 2-step separation 
errors. This suggests that these three visual behavioral indicators are 
sufficient and necessary for predicting controllers’ separation errors. 
This study also found that as the prediction time step increases, the 
prediction ability of all models decreases gradually. This reflects the 
difficulties of cumulative errors faced by multi-step forecasting models. 

5.2.4. Comparisons with baseline models 
The authors compared the proposed encoder-decoder LSTM network 

with three baseline deep learning models (CNN, classic LSTM, and GRU) 
for predicting multi-step separation errors using the same dataset. CNN 
is a deep neural network commonly used for image and video process-
ing, which can also be applied for time series classification and fore-
casting. LSTM and GRU are variations of the classical RNN model and 
are often used to handle sequential learning tasks. Table 10 lists the 
configurations of these models that were compared. In particular, the 
authors set the same training parameters (such as learning rate, decay 
rate, and batch size) for each model and ran each model ten times on the 
collected dataset. 

Fig. 19 illustrates the precision, recall, and F1-score performance of 
the different methods. The results indicate that the proposed method has 
the best performance, with 93.98% precision, 91.15% recall, and 92.54% 
F1 score in 2-step separation error prediction. Table 11 shows the 
alignment accuracy and sequence similarity performance of the different 
methods. The performance rank of each method is as follows: Proposed 
> LSTM > GRU > CNN by comparing their performance metrics on 

Fig. 18. Precision, recall, and F1-score performance of the proposed method based on hybrid features.  

Table 9 
Alignment accuracy and sequence similarity of the proposed method based on hybrid features.  

Features 2 steps 5 steps 8 steps 10 steps 

alignment 
accuracy 

sequence 
similarity 

alignment 
accuracy 

sequence 
similarity 

alignment 
accuracy 

sequence 
similarity 

alignment 
accuracy 

sequence 
similarity 

Ftask, head  88.64  90.13  84.90  90.92  82.19  90.80  79.58  90.72 
Ftask, head, face  90.60  91.81  86.96  91.82  84.64  91.41  81.34  91.37 
Fhead, eye, face  89.28  90.34  84.44  90.03  81.37  89.78  78.80  89.40 
Ftask, head, eye, face  91.98  93.37  88.15  93.30  84.10  93.38  82.38  92.98 
Ftask, head, eye, 

face, ibi  

91.90  93.21  88.01  93.71  86.58  93.76  84.04  93.60 

Note: The highest metric values are in bold. All metric values are in percentage. 

Table 10 
Hyperparameters of three baseline models.  

Models Structures (#layer) Parameters 

CNN Conv1D – Max pooling – Flatten – 
Dense – Output 

Conv1D: Filters = 64, kernel 
size = 3 
Max pooling: pool size = 2 
Dense: 64 

LSTM LSTM – Dropout – Dense – Output LSTM: units = 64 
Dropout: rate = 0.5 
Dense: units = 64 

GRU GRU – Dropout – Dense – Output LSTM: units = 64 
Dropout: rate = 0.5 
Dense: unites = 64  
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Fig. 19. Precision, recall, and F1-score performance of the different methods.  

Table 11 
Alignment accuracy and sequence similarity performance of the different methods.  

Methods 2 steps 5 steps 8 steps 10 steps 

alignment 
accuracy 

sequence 
similarity 

alignment 
accuracy 

sequence 
similarity 

alignment 
accuracy 

sequence 
similarity 

alignment 
accuracy 

sequence 
similarity 

CNN  87.88  90.57  84.06  89.17  77.74  86.88  74.17  88.62 
LSTM  89.60  91.81  85.14  91.87  82.92  91.06  79.24  90.81 
GRU  88.98  90.64  84.38  90.55  81.78  90.58  78.91  90.32 
Proposed  91.98  93.37  88.15  93.30  84.10  93.38  82.38  92.98 

Note: The highest metric values are in bold. All metric values are in percentage. 

Fig. 20. Comparisons between the professionals (retired ATCOs) and non-professionals (graduate students) in three task scenarios.  
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different prediction steps. Moreover, as the prediction time step in-
creases, our model has a greater performance advantage over the 
baseline models in the experiments. The results of the experiments show 
that the proposed model has the lowest prediction error compared to the 
baseline methods in both short-term and long-term time-step prediction, 
indicating that the proposed method can effectively learn deep repre-
sentations and long-term temporal dependency features of ATCOs’ 
separation errors. The proposed model provides a valuable reference for 
developing long-term prediction systems based on multivariate time 
series data. 

6. Discussion 

This section compared the Phase I and Phase II data collection. The 
authors also demonstrated the practical implications of the proposed 
method and explained the study’s limitations for future improvements. 

6.1. Comparisons of Phase I and Phase II data collection 

In the study, the authors compared the experimental measures ob-
tained during Phase I and II data collection. As the visual behaviors were 
not available in Phase II due to facial occlusions, the measures used for 
comparison included mental workload, separation errors, and inter-beat 
intervals (IBI). The results, shown in Fig. 20, reveal that both profes-
sional (retired air traffic controllers) and non-professional (graduate 
students) participants perceived an increase in mental workload as the 
task complexity increased. However, the non-professional participants 
had lower reported workload ratings with a larger variance than the 
professional group. This may be because non-professional participants 
tend to optimistically assess the situational complexity, task demands, 
and their own cognitive capacities [82]. 

Additionally, the results showed that non-professional participants 
had comparative or relatively higher separation errors. Analysis of the 
aircraft trajectories revealed that non-professional participants tended 
to violate procedural requirements, such as height level and maximum 
speed limits, that are necessary for maintaining separation standards. In 
contrast, professional participants made fewer procedural errors during 
task scenarios. This suggests that future work should develop more 
comprehensive operation measures, particularly for non-professional 
participants. Moreover, non-professional air traffic controllers had 
higher IBI than professional air traffic controllers. This finding is 
consistent with Yao et al. [83], which observed that heart rates were 
lower for expert subjects than for novices in a flight simulator. These 
observations support monitoring the mental efforts of ATCOs using 
objective measurements. 

6.2. Practical implications 

The research presented in this study has several theoretical and 
practical implications. One of the main benefits of the video-based 
monitoring method used in this study is that it is non-intrusive and 
relatively low-cost compared to expensive physiological sensors. In 
addition, this study used computer vision algorithms to extract multiple 
visual behaviors from real-time surveillance videos that are indicative of 
controllers’ mental states. The study also compared the performance of 
different behavioral cues, including visual and physiological behaviors, 
in predicting controllers’ separation errors, which can help researchers 
select the appropriate features for similar tasks. The results of this study 
also highlight the importance of using multiple behavioral measures for 
improved prediction accuracy. 

Furthermore, the encoder-decoder LSTM network proposed in this 
work can use multiple features to predict separation errors in air traffic 
control tasks in advance. This prediction can provide timely alerts to 
controllers, their supervisors, or automated intelligence in airspace 
management systems to improve air traffic control performance, avoid 
separation errors, and optimize human-automation interactions. The 

results of this study can also be used to create a personalized training 
system and provide more feedback to support learners in achieving safe 
and efficient air traffic management performance. 

6.3. Limitations and future work 

The proposed method has several limitations that can be addressed 
in future work. One limitation is the small sample size, which may 
impact the statistical significance of the experimental measures. To 
address this, future work should recruit more air traffic controllers for 
the experiments. Despite the limited sample size, this study still provides 
valuable insights into how multimodal behavioral cues can be used to 
infer separation errors in air traffic control tasks. The study also iden-
tified a comprehensive list of visual behavioral activities related to 
ATCOs’ separation errors and characterized the contributions of 
different behavioral indicators in predicting their operational perfor-
mance. This characterization can also help guide the use of specific 
behavioral indicators in other tasks involving the comprehension of 
separation errors. In addition, the high performance of the proposed 
encoder-decoder LSTM network suggests its potential for predicting 
separation errors over a longer time horizon than baseline deep learning 
models. 

Another limitation is the task complexity design in this study, which 
relied on adjusting air traffic scenarios for traffic density and off- 
nominal scenarios. In future work, it would be beneficial to incorpo-
rate additional task complexity indicators, such as aircraft behaviors and 
airspace conditions, to reflect real-world air traffic control tasks more 
accurately. Additionally, the experiments in this study were conducted 
in simulated environments rather than in actual air traffic control cen-
ters. While simulations offer a more controlled environment, it is 
important to note that participants may have a sense of psychological 
comfort because they do not face the consequences of their separation 
errors. To address this, future studies should consider collecting data 
from actual air traffic control centers to obtain more realistic results. 

7. Conclusions 

Valid and reliable methods of assessing how human factors influence 
and indicate controllers’ separation errors are critical in reducing the 
risk of incidents and accidents in air traffic control. This paper presented 
a controller-centered method for inferring ATCOs’ separation errors 
during simulated air traffic control tasks. Our method involves devel-
oping a multi-factorial model to understand the relationships between 
task complexity, behavioral activity, separation errors, and cognitive 
load. Then, a multimodal data sensing framework simultaneously 
captured task information, visual behaviors, physiological indicator, 
and subjective workload from a high-fidelity air traffic control simu-
lator. These visual behavioral features include head pose, eyelid 
movement, and facial expressions. Finally, the developed encoder- 
decoder LSTM network could predict separation errors by integrating 
multimodal features. 

The authors verified the multi-factorial model using data collected 
from controller-in-the-loop experiments involving 18 sessions with 
different scenarios and six human subjects. The factor analysis of mea-
sures showed that the traffic density was significantly correlated with 
the mental workload (r = 0.56, p < .05). Additionally, both traffic 
density (r = 0.64, p < .01) and mental workload ratings (r = 0.67, p <
.01) were significantly associated with separation errors. These results 
demonstrate that changes in task complexity can impact cognitive load 
and ultimately affect controllers’ separation errors. 

The proposed controller-centered method can help controllers pre-
vent collisions between aircraft and proactively generate time-ahead 
alerts for potential separation errors by inferring the context of task 
information and behavioral activities. By combining all visual behaviors 
and task features, the developed method was able to achieve alignment 
accuracies of 91.98%, 88.15%, 84.10%, and 82.38% in predicting 2, 5, 
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8, and 10-step-ahead (corresponding to 10 s, 25 s, 40 s, and 50 s in this 
study) separation errors, respectively. These results demonstrate higher 
or comparable performance compared to other models with different 
hybrid features. The developed encoder-decoder LSTM model out-
performed baseline deep learning models (including CNN, LSTM, and 
GRU) in predicting controllers’ separation errors. 

While the proposed method has some limitations, the authors have 
suggested ways to improve it in the future. One limitation is that the 
small number of subjects may not allow us to generalize the results to the 
entire population of ATCOs. In future work, it will be important to re-
cruit more participants to address this issue. However, the current re-
sults are still useful as they show the potential of using visual human 
behavior analysis for this type of research. Additionally, future work 
should incorporate more detailed features, such as traffic flow 
complexity, to better characterize task demands. Finally, the authors 
plan to conduct experiments in real ATM environments and collect more 
realistic data to model controllers’ operational performance. 
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[35] G. Borghini, G. di Flumeri, P. Aricò, N. Sciaraffa, S. Bonelli, M. Ragosta, 
P. Tomasello, F. Drogoul, U. Turhan, B. Acikel, A. Ozan, J.P. Imbert, G. Granger, 
R. Benhacene, F. Babiloni, A multimodal and signals fusion approach for assessing 
the impact of stressful events on air traffic controllers, Sci. Rep. 10 (2020) 1–18, 
https://doi.org/10.1038/s41598-020-65610-z. 

[36] G. Borghini, A. Bandini, S. Orlandi, G. di Flumeri, P. Arico, N. Sciaraffa, V. Ronca, 
S. Bonelli, M. Ragosta, P. Tomasello, U. Turhan, B. Acikel, A. Ozan, J.P. Imbert, 
G. Granger, R. Benhacene, F. Drogoul, F. Babiloni, Stress assessment by combining 
neurophysiological signals and radio communications of air traffic controllers, in: 
42nd Annual International Conference of the IEEE Engineering in Medicine & 
Biology Society (EMBC), IEEE 2020 (2020) 851–854, https://doi.org/10.1109/ 
EMBC44109.2020.9175958. 

[37] S. Charbonnier, R.N. Roy, S. Bonnet, A. Campagne, EEG index for control 
operators’ mental fatigue monitoring using interactions between brain regions, 
Expert Syst. Appl. 52 (2016) 91–98, https://doi.org/10.1016/J. 
ESWA.2016.01.013. 
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[80] J.D. Rodríguez, A. Pérez, J.A. Lozano, Sensitivity analysis of k-fold cross validation 
in prediction error estimation, IEEE Trans. Pattern Anal. Mach. Intell. 32 (2010) 
569–575, https://doi.org/10.1109/TPAMI.2009.187. 

[81] W.R. Pearson, An introduction to sequence similarity (“homology”) searching, 
Curr. Protoc. Bioinformatics 42 (2013), https://doi.org/10.1002/0471250953. 
BI0301S42. 

[82] J. Paxion, E. Galy, C. Berthelon, Mental workload and driving, Front. Psychol. 5 
(2014) 1344, https://doi.org/10.3389/FPSYG.2014.01344/BIBTEX. 

[83] Y.J. Yao, Y.M. Chang, X.P. Xie, X.S. Cao, X.Q. Sun, Y.H. Wu, Heart rate and 
respiration responses to real traffic pattern flight, Applied Psychophysiology, 
Biofeedback 33 (2008) 203–209, https://doi.org/10.1007/S10484-008-9066-X/ 
TABLES/1. 

R. Xiong et al.                                                                                                                                                                                                                                   

https://doi.org/10.1038/s41598-020-65610-z
https://doi.org/10.1109/EMBC44109.2020.9175958
https://doi.org/10.1109/EMBC44109.2020.9175958
https://doi.org/10.1016/J.ESWA.2016.01.013
https://doi.org/10.1016/J.ESWA.2016.01.013
https://doi.org/10.1177/1541931213601547
https://doi.org/10.1016/J.ERGON.2018.12.004
https://doi.org/10.1016/J.ERGON.2018.12.004
https://doi.org/10.2514/6.2019-3412
https://doi.org/10.1061/9780784483893.075
https://doi.org/10.1061/9780784483893.075
https://doi.org/10.1061/9780784483893.032
https://doi.org/10.1016/J.JVCIR.2019.102723
https://doi.org/10.3390/APP11199195
https://doi.org/10.3390/APP11199195
https://doi.org/10.1016/J.AUTCON.2021.103901
https://doi.org/10.1016/J.AEI.2022.101777
https://doi.org/10.1016/J.AEI.2022.101777
https://doi.org/10.1109/CVPR.2014.24
https://doi.org/10.1007/978-3-662-56689-3_14
https://doi.org/10.1007/978-3-662-56689-3_14
https://doi.org/10.1109/ICBAKE.2013.89
https://doi.org/10.1109/ETCS.2010.292
https://doi.org/10.1109/ICETECH.2016.7569378
https://doi.org/10.1109/ICIP.2014.7026203
https://doi.org/10.1016/J.IJPSYCHO.2016.08.010
https://doi.org/10.1109/ICACCI.2018.8554715
https://doi.org/10.1109/ICACCI.2018.8554715
https://doi.org/10.1109/BHI.2018.8333454
https://doi.org/10.1007/S00464-012-2268-6/TABLES/2
https://doi.org/10.1016/J.APERGO.2018.06.006
https://doi.org/10.1016/j.autcon.2018.05.027
https://doi.org/10.1016/j.autcon.2018.05.027
https://doi.org/10.1016/J.ENCONMAN.2018.01.010
https://doi.org/10.1016/J.ENCONMAN.2018.01.010
https://doi.org/10.1016/J.AEI.2020.101173
https://doi.org/10.1016/J.AEI.2020.101173
https://doi.org/10.1016/J.AEI.2022.101781
https://doi.org/10.1109/TITS.2011.2113175
https://doi.org/10.1109/TITS.2011.2113175
https://doi.org/10.1016/J.ESWA.2010.12.028
https://doi.org/10.1080/10508414.2016.1235363
https://doi.org/10.1109/FG.2018.00019
https://doi.org/10.1109/FG.2018.00019
https://doi.org/10.1109/ICCVW.2013.54
https://doi.org/10.1109/ICCVW.2013.54
https://doi.org/10.1109/CVPR.2016.90
https://doi.org/10.1016/S0003-6870(02)00010-8
https://doi.org/10.1016/S0003-6870(02)00010-8
https://doi.org/10.1162/NECO.1997.9.8.1735
https://doi.org/10.1016/j.autcon.2019.102835
https://doi.org/10.1016/j.autcon.2019.102835
https://doi.org/10.1080/10803548.2017.1368951
https://doi.org/10.1093/BIOMET/75.4.800
https://doi.org/10.2478/V10117-011-0021-1
https://doi.org/10.1109/TPAMI.2009.187
https://doi.org/10.1002/0471250953.BI0301S42
https://doi.org/10.1002/0471250953.BI0301S42
https://doi.org/10.3389/FPSYG.2014.01344/BIBTEX
https://doi.org/10.1007/S10484-008-9066-X/TABLES/1
https://doi.org/10.1007/S10484-008-9066-X/TABLES/1

	Predicting separation errors of air traffic controllers through integrated sequence analysis of multimodal behaviour indicators
	1 Introduction
	2 Literature review
	2.1 Factors influencing controllers’ operational performance
	2.2 Human factor measurements for air traffic controllers
	2.3 Separation error prediction for air traffic controllers

	3 Methodology
	3.1 Multi-factorial model for air traffic controller operational performance
	3.2 Multimodal data collection and extraction
	3.2.1 Features of air traffic control tasks
	3.2.2 Visual behavioral measures
	3.2.3 Physiological behavior measures
	3.2.4 Mental workload measures
	3.2.5 Performance measures for air traffic controllers

	3.3 Multi-step separation error prediction model

	4 Experiment designs
	4.1 Experimental scenarios and procedures
	4.2 Participants and apparatus

	5 Experimental results and analysis
	5.1 Factor analysis of the multi-factorial model
	5.1.1 Analysis of variance for measures across air traffic management scenarios
	5.1.2 Correlation between task complexity, workload, and separation errors
	5.1.3 Correlation between facial and physiological features

	5.2 Performance analysis of the multi-step separation error prediction model
	5.2.1 Implementation details
	5.2.2 Model performance evaluation metrics
	5.2.3 Prediction performance with different features
	5.2.4 Comparisons with baseline models


	6 Discussion
	6.1 Comparisons of Phase I and Phase II data collection
	6.2 Practical implications
	6.3 Limitations and future work

	7 Conclusions
	Declaration of Competing Interest
	Data availability
	Acknowledgments
	References


